VI. CONCLUSIONS

With the use of Fourier descriptors and the phase correlation function, a previously developed two-level classifier based on multidirectional gradient codes has been extended to deal with the case of unknown angular misalignment. By increasing the number of directional axes, significant reduction in the sensitivity of the estimated position to angular misalignment has been observed. Further Monte Carlo simulation will be required to obtain more explicit results. Various constants, such as $H_0$, $w_0$, $NF$, $P_0$ etc., are presently chosen by intuition and are used as "tuning" parameters of our algorithm. However, it should be possible to obtain a set of reasonable estimates using training samples or derived statistics of the $P_1$ and $P_2$ contour maps. For more accurate angular misalignment determination, the use of prefiltering based on mean-square coherence (MSC) [19] seems to deserve further study.

Although computationally expensive, the present method is useful in two aspects: 1) If a direction indicator is available for proper alignment, a list of points with similar gradient codes but different orientation can be obtained; and 2) if no direction indicator is available, the algorithm is required for both direction finding and position estimation.
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Template Matching in Rotated Images
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Abstract—A rotationally invariant template matching using normalized invariant moments is described. It is shown that if normalized invariant moments in circular windows are used, then template matching in rotation.
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tated images becomes similar to template matching in translated images. A speedup technique based on the idea of two-stage template matching is also described. In this technique, the zeroth-order moment is used in the first stage to determine the likely match positions, and the second- and third-order moments are used in the second stage to determine the best match position among the likely ones.

Index Terms—Image registration, invariant moments, Mann-Whitney test, satellite imagery, two-stage template matching.

I. INTRODUCTION

Template matching is the process of determining the position of a template inside an image. This process is used as the basic step in many image registration techniques. One way to register two images is to select a set of windows (templates) from one image and try to locate the windows in the other image. Then, using the coordinates of the centers of corresponding windows in the two images, the registration parameters are determined [1], [2].

Major similarity measures that are used in template matching are the sum of absolute differences and the cross-correlation coefficient. The sum of absolute differences is computationally fast [2], but the correlation coefficient measure is more accurate [3]. Other similarity measures have also been used in the window search process such as Haar transform coefficients [4], Walsh-Hadamard transform coefficients [5], and invariant moments [6].

If the images are rotated with respect to each other, none of the above similarity measures can be used. This is because, even though the centers of two windows correspond to each other, other parts in the windows do not correspond to each other, and a low similarity measure might be obtained. As a matter of fact, similarity measure is not the only problem. When two images are rotated with respect to each other, it is impossible for two rectangular windows to contain the same parts of the scene (except when the two windows are rotated by a multiple of 90° with respect to each other). To overcome this problem, we should take circular windows. Then, when the centers of two windows correspond to each other, they will cover the same areas of the scene no matter what the rotational difference between them.

In Section II, template matching in rotated images using normalized invariant moments and circular windows is discussed. Normalized invariant moments are used to compute the similarity between circular windows. Since computation of invariant moments is very time consuming, in Section III a two-stage search process which uses the zeroth-order moment in the first stage to determine the likely positions for a match, and uses the second- and third-order moments in the second stage to determine the best match position among the likely ones, is described. Finally, in Section IV, the results of the proposed technique on real and generated images are given. In the following sections, moments, moments, central moments, invariant moments, normalized moments, normalized central moments, and normalized invariant moments are denoted by \( m, u, a, M, U, \) and \( A \), respectively.

II. INVARIANT MOMENTS

The two-dimensional \((p+q)\)th order moment of a digital image \( f \) is defined by

\[
m_{pq} = \sum_{x} \sum_{y} x^p y^q f(x,y),
\]

where \( f(x,y) \) is the pixel value of image \( f \) at location \((x,y)\) [7].

Measure \( m_{pq} \) changes if \( f \) is translated. To make \( m_{pq} \) invariant with respect to translation of \( f \), (1) is modified as below,

\[
u_{pq} = \sum_{x} \sum_{y} (x - x_0)^p (y - y_0)^q f(x,y)
\]

where

\[
x = \sum_{x} \sum_{y} x f(x,y) / \left( \sum_{x} \sum_{y} f(x,y) \right) = m_{00} / m_{00}
\]

\[
y = \sum_{x} \sum_{y} y f(x,y) / \left( \sum_{x} \sum_{y} f(x,y) \right) = m_{00} / m_{00}
\]

\( u_{pq} \) is called the \((p+q)\)th order central moment of image \( f \) and is invariant with respect to the translation of image \( f \).

We still cannot apply \( u_{pq} \) in the template matching process because \( u_{pq} \) varies with respect to the rotation of image \( f \). Hu has been able to derive moments that are invariant with respect to rotation of an image [7]. The second-order and third-order moments which are invariant with respect to the rotation and translation of image \( f \) are given by [7]

\[
\begin{align*}
a_1 &= u_{20} + u_{02} \\
a_2 &= (u_{20} - u_{02})^2 + 4u_{11} \\
a_3 &= (u_{30} - 3u_{12})^2 + (3u_{21} - u_{03})^2 \\
a_4 &= (u_{30} + u_{12})^2 + (u_{21} + u_{03})^2 \\
a_5 &= (u_{30} - 3u_{12})(u_{30} + u_{12})(u_{03} + u_{12})^2 - 3(u_{21} + u_{03})^2 + (3u_{21} - u_{03})(u_{21} + u_{03})(3u_{03} + u_{12})^2 - (u_{21} + u_{03})^2 \\
a_6 &= (u_{20} - u_{02})[(u_{30} + u_{12})^2 - (u_{21} + u_{03})^2] + 4u_{11}(u_{30} + u_{12})(u_{21} + u_{03}) \\
a_7 &= (u_{20} - u_{02})(u_{30} + u_{12})(u_{03} + u_{12})^2 - 3(u_{21} + u_{03})^2 - (u_{03} - 3u_{12})(u_{21} + u_{03})(3u_{03} + u_{12})^2 - (u_{21} + u_{03})^2.
\end{align*}
\]

Usually more than one moment is used in decision making. One way to measure similarity between two windows is to compute the distance between two vectors of moments from the windows. The smaller the distance, the more similar the two windows [8]. This method, however, requires that the feature elements in the vectors be of the same scale. Moments of different orders do not have the same scale. The correlation of the logarithm of moments has been used to measure the similarity between two windows [6]. Again, the moments of different orders have different scales and using the logarithm of the moments would not solve the problem. The correlation between two sets of features is defined when the feature values in each set are of the same scale. When features of different scales are used in the computation of correlation, the feature with the largest scale will dominate the correlation value.

Garrett has proposed the concept of pairing functions where the similarity between two sets of features is determined by quantizing the features and counting the number of quantized features that are equal [9]. In this technique, since the features in a set are quantized into the same number of levels, it is as if the features are measured with the same scale. This alleviates the problem of scale differences but causes loss of some information in the quantization process. When the feature values are quantized, critical information needed in the measurement of similarity may disappear.

To overcome this problem, in the following, the moments of all orders are normalized so that they have the same scale,
The normalized moment of order \((p+q)\) for image \(f\) with dimensions \(N\times N\) is defined by
\[
M_{pq} = \sum_{x} \sum_{y} \left( x^n y^m \right) f(x,y)
\]
where
\[
x' = (1/N) \sum_{x=1}^{N} x = (N(N+1))/2
\]
\[
y' = (1/N) \sum_{y=1}^{N} y = (N+1)/2.
\]
So, actually
\[
M_{pq} = \sum_{x=1}^{N} \sum_{y=1}^{N} \left[ x\left( (N+1)/2 \right) \right]^{p} \left[ y\left( (N+1)/2 \right) \right]^{q} f(x,y)
\]
\[
= \left[ 2(N+1) \right]^{p+q} \sum_{x} x^p y^q f(x,y)
\]
\[
= \left[ 2(N+1) \right]^{p+q} M_{pq}.
\]
The normalized \((p+q)\)th order moment is equal to the \((p+q)\)th order moment multiplied by the scaling factor \[
2(N+1)^{p+q}.
\]
Table 1 shows the normalized moments for the window of Fig. 1.

To determine the normalized central moments, we replace \(x\) by \(x-\bar{x}\) and \(y\) by \(y-\bar{y}\) in formula (2). Or,
\[
U_{pq} = \sum_{x=1}^{N} \sum_{y=1}^{N} \left[ x - \bar{x} \right]^{p} \left[ y - \bar{y} \right]^{q} f(x,y)
\]
\[
\left( y - \bar{y} \right) \left( (N+1)/2 \right) \left( (N+1)/2 \right)
\]
\[
= \left[ 2(N+1) \right]^{p+q} \sum_{x} \left( x - \bar{x} \right)^{p} \left( y - \bar{y} \right)^{q} f(x,y)
\]
\[
= \left[ 2(N+1) \right]^{p+q} U_{pq}.
\]
In the same manner we can determine the normalized invariant moments from formulas (3)-(9) as shown below.

\[
A_1 = \left[ 2(N+1) \right]^2 a_1 \]
\[
A_2 = \left[ 2(N+1) \right]^4 a_2 \]
\[
A_3 = \left[ 2(N+1) \right]^6 a_3 \]
\[
A_4 = \left[ 2(N+1) \right]^8 a_4 \]

In Fig. 1, a 16 x 16 window.

\[
A_8 = \left[ 2(N+1) \right]^{12} a_8 \]
\[
A_9 = \left[ 2(N+1) \right]^{14} a_9 \]
\[
A_11 = \left[ 2(N+1) \right]^{12} a_11.
\]

In the following, the normalized invariant moments from two circular windows will be used as features to determine the similarity between two windows.

III. TWO-STAGE TEMPLATE MATCHING

Template matching is the process of determining the position of a subimage inside a larger image. The subimage is called the template and the larger image is called the search area. The template matching process involves shifting the template over the search area and computing the similarity between the template and the window in the search area over which the template lies. The next step is determining the shift position where the largest similarity measure is obtained. This is the position in the search area where the template is most likely to be located.

To determine the similarity between two windows, eight normalized invariant moments from the two windows are used. These are: one zeroth-order, three second-order, and four third-order normalized invariant moments. The zeroth-order normalized invariant moment is equal to the sum of the intensity values in a window,
\[
A_0 = \sum_{x} \sum_{y} f(x,y)
\]
where \(f(x,y)\) is the intensity value at position \((x,y)\) in the window. The second and third-order normalized invariant moments are \((A_{1}, A_{2}, A_{3})\) and \((A_{4}, A_{5}, A_{6}, A_{7})\), respectively (see (10)-(16)). Assuming \(A_{1}, A_{2}, \ldots, A_{3}\) and \(B_{1}, B_{2}, \ldots, B_{4}\) are two sets of normalized invariant moments from two different windows, adjusted such that each set has a mean of zero, then the similarity between the windows can be determined by the cross-correlation of the moments.
\[
r = \sum_{i=0}^{7} A_i B_i \left( \sum_{i=0}^{7} A_i \right) \left( \sum_{i=0}^{7} B_i \right)^{1/2}
\]

where \(r\) changes between -1 and +1, and the closer \(r\) is to +1, the more similar the two windows will be. \(r\) should be computed for every shift position and this involves computation of the eight normalized invariant moments for every position which is a very time consuming process.

To speed up this process, a two-stage technique has been developed. Two-stage template matching has previously been used on translated images [10]-[12]. The main idea in two-stage template matching has been to use a subtemplate in the first stage to determine the likely positions in the search area where the template might exist, and use the whole template...
in the second stage to determine the best match among the likely ones.

Based on the same idea, a two-stage template matching technique is developed such that it could be applied to translated and rotated images. In this approach, first a fast similarity measure (the zeroth-order moment) is used to determine the likely positions for a match. Then, an accurate but slower similarity measure (using the second- and third-order moments) is used to determine the best match among the likely ones. The important problem in two-stage template matching is the determination of the threshold value which decides the likely matches. In the following, given a false dismissal probability, the threshold value of the first stage is determined.

A. Threshold Estimation

It is assumed that the template and the best match window have about the same mean. If the template and the search area are obtained under different lighting conditions or with different sensors, an image intensity transformation is required to transform the intensity of one image to the intensity of another image [13].

Now, if a template truly matches with a window in the search area, then the window and the template will have approximately the same mean. Conversely, if the mean of the template and a window are considerably different, then it is unlikely that they will match. This will be the selection criterion for the first stage. If the difference between the mean of the template and a given window is greater than a threshold value, we decide that the template is unlikely to match with the given window with a false dismissal probability. However, if the means of the template and a window are approximately the same, it does not necessarily imply that the template and the window match. Among the likely matches, higher order moments will be used to select the best match. Rather than using the zeroth-order moment for a window, we use its mean. The mean of a window is obtained by dividing the zeroth-order moment by the number of pixels in the window.

Since the underlying distributions of the template and windows in the search area are usually not known, the Mann-Whitney test will be used to determine whether the underlying distributions for a given template and a given window have the same mean [14]. The Mann-Whitney test is applied to two randomly selected samples that are mutually independent and independency within each sample also holds. Using the template and a window from the search area as two samples, the condition of independency between samples holds but the condition of independency within samples may not hold. This is because the intensities in an image usually change gradually rather than randomly. To be able to approximate independency within samples, we select templates from nonhomogeneous areas, and rather than taking the whole template as a sample, a randomly selected sample is used. If the sample is too large, the condition of independency within samples may not hold. If the sample is too small, it may not represent the window or the template well. Assuming \( N \) is the number of pixels in the window of the template, it has been found experimentally that the number of points in a sample equal to \( N/16 \) is appropriate.

The test statistics for the Mann-Whitney test is the sum of the ranks assigned to the sample from the template

\[
T = \sum_{i=1}^{n} R(X_i), \tag{19}
\]

where \( n \) is the number of sample points in the template and \( R(X_i) \) is the rank of sample point \( X_i \) when both samples are used in ranking [14]. If more than one sample point has the same value (ties), we should assign to each the average of the ranks that would have been assigned to them had there been no ties [14]. Formula (19) is for the case where there are no, or just a few, ties in the sample. If there are many ties, it should be normalized [14, p. 216].

The decision rule is to reject the null hypothesis (the hypothesis that the two samples belong to two distributions with the same mean) at the level of significance \( \alpha \) if

\[
T < w_{\alpha/2} \quad \text{or} \quad T > w_{1-\alpha/2}
\]

and accept the null hypothesis if

\[
w_{\alpha/2} \leq T \leq w_{1-\alpha/2}
\]

where \( w_{\alpha/2} \) and \( w_{1-\alpha/2} \) are the \( \alpha/2 \) and \( (1 - \alpha/2) \) quantiles, respectively, and are tabulated for different values of \( \alpha \) and \( n \).

An Example: Let two random samples of size 10 from the template and the window be as follows.

Sample from the template:

\( X: 148, 73, 56, 63, 90, 42, 106, 125, 129, 161 \).

Sample from the window:

\( Y: 177, 169, 76, 24, 62, 99, 142, 79, 106, 64 \).

The ranking is shown in Table II, and

\[
T = \sum_{i=1}^{10} R(X_i)
\]

\[= 2 + 3 + 5 + 7 + 10 + 12.5 + 14 + 16 + 18 + 19 = 106.5.\]

For \( n = 10 \) and assuming \( \alpha = 0.01 \), we find \( w_{\alpha/2} = 72 \) and \( w_{1-\alpha/2} = 138 \). Since \( 72 \leq T \leq 122 \), we cannot reject the null hypothesis and, therefore, the two underlying distributions from which the samples were taken have the same mean with minimum guaranteed probability 0.99.

To summarize, we determine the windows that are likely to match with the template as follows. For each window and the template, 1) take a random sample of \( n \) from each of the template and the window. 2) Rank order the two samples jointly. 3) Compute the test statistics \( T \) by adding the ranks of sample points in the template. 4) If \( T < w_{\alpha/2} \) or \( T > w_{1-\alpha/2} \) then it is unlikely that the template and the window match with false dismissal probability \( \alpha \). Otherwise, when \( w_{\alpha/2} \leq T \leq w_{1-\alpha/2} \) the window and the template are likely to match.

This procedure will select the windows that are likely to match with the template. These windows will be used in the second stage to determine the best match.

IV. Results

To verify the validity of the proposed two-stage template matching process, two experiments were carried out. In the first experiment, a search area of radius 16 was generated (see Fig. 2). A window of radius 8, as shown in Fig. 2, was taken from the search area, rotated by 45° and random noise was generated from a uniform distribution over \( (-\sigma, \sigma) \) and added to it, where \( \sigma \) is the standard deviation of the window (see Fig. 3). This is assumed to be the template.

The template is shifted over the search area and, using the procedure of Section III-A, the likely positions for a match are determined, as shown in Fig. 4. The 0's show the shift positions where the Mann-Whitney test rejects the null hypothesis and, therefore, are unlikely to be the match positions.
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**TABLE III**

**RESULTS OF THE FIRST STAGE IN THE TWO-STAGE TEMPLATE MATCHING PROCESS FOR 100 TRIALS, \( \alpha = 0.01 \)**

<table>
<thead>
<tr>
<th>Experiment 1 ((-\pi, \pi))</th>
<th># of times the best-match was missed.</th>
<th>Average # windows likely to be the best-match, ( \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pm 1.6)</td>
<td>0</td>
<td>22.0</td>
</tr>
<tr>
<td>Experiment 2 ((-2\pi, 2\pi))</td>
<td># of times the best-match was missed.</td>
<td>Average # windows likely to be the best-match, ( \times 10^3 )</td>
</tr>
<tr>
<td>(\pm 1.6)</td>
<td>0</td>
<td>25.2</td>
</tr>
</tbody>
</table>

with \( \alpha = 0.01 \). The positions shown by \( 1 \)'s are the only ones remaining and should be tested in the second stage to determine the best match position.

The experiment was carried out 100 times, each time with a different initial value for the noise generator. In all cases, the best match position remained among the likely match positions in the first stage. On the average, 22.0 windows were found to be good candidates for a match, and therefore needed to be tested in the second stage.

In the second experiment, amplitude of noise was increased by a factor of 2 (noise was generated over \((-2\pi, 2\pi)\)), and the same procedure was repeated. Again, the best match position was not missed in the first stage. The average number of positions needed to be tested in the second stage was determined to be 25.2. The results of the two experiments are summarized in Table III.

Assuming the template is \( N \times N \) and the search area is \( M \times M \), the number of windows in the search area that should be matched with the template is \( (M \times N)^2 \). Assuming computation of the Mann-Whitney test for each shift position takes \( R \) seconds, and computation of the eight invariant moments and measurement of similarity using these moments for every shift position takes \( S \) seconds, and assuming in the first stage \( X \) windows are found to be likely to match with the template, the overall computation time when the one-stage process is used is

\[
T_1 = (M \times N)^2 \times S
\]

while when the two-stage process is used, it is

\[
T_2 = (M \times N)^2 \times R + X_S
\]

Since computation of the first stage is negligible with respect to the computation of the second stage, we can write

\[
T_2 \approx X_S
\]

and therefore the speedup factor of the two-stage process compared to the one-stage process is

\[
T_1/T_2 \approx (M \times N)^2/X_S
\]

Using the values of \( X \) from Table III, and using \( M = 32 \) and \( N = 16 \), we obtain

speedup factor for Experiment 1

\[
= (32 - 16 + 1)^2/22.0 \approx 13.1
\]
and

\[
\text{speedup factor for Experiment 2} = \frac{(32 - 16 + 1)^2}{25.2} = 11.5.
\]

To test the above two-stage template matching process on real data, the following experiment was carried out. Two images from two different satellites were used. Fig. 5 shows a thermal-infrared image of Michigan obtained by the Geostationary Operational Environment Satellite (GOES) on June 24, 1979 at 3:00 P.M. Fig. 6 is a day-visible image of approximately the same area obtained by the Heat Capacity Mapping Mission (HCMM) satellite on September 26, 1979. Both images were already geometrically corrected. The original HCMM image had a 500 × 500 m resolution. Since the GOES image had a 8 × 11 km resolution, the HCMM image was smoothed in 16 × 22 neighborhoods and was resampled at the same resolution as the GOES image. The two images now have the same scale but have translational and rotational differences. Since the two images have been obtained by different sensors, procedure of I131 was used to transform intensities of the GOES image to those of the HCMM image.

Six points located at high variance areas of the GOES image with coordinates (12, 21), (23, 25), (33, 13), (35, 30), (47, 20), and (46, 35) were selected, (see Fig. 5). Circular templates with an 8-pixel radius were taken centered at the selected points. The templates were searched in the HCMM image using the proposed two-stage template matching technique. Corresponding windows were determined to be centered at (16, 21), (27, 37), (39, 17), (38, 35), (51, 27), and (47, 42). The centers of corresponding templates and windows were then used in the RANSAC (random sample consensus) procedure to determine the registration parameters [15]. The RANSAC procedure first eliminates the mismatches and then determines the registration parameters using the remaining corresponding points and the least-squares technique. Using the transformation,

\[
x' = x \cos \theta - y \sin \theta + h
\]

\[
y' = x \sin \theta + y \cos \theta + k
\]

with \((x', y')\) and \((x, y)\) showing the coordinates of corresponding points in the HCMM and GOES images, respectively, the parameters were determined to be \(\theta = 11.5^\circ, h = 9.40\) pixels, and \(k = -1.38\) pixels.

The GOES image was resampled by the nearest neighbor rule and the transformation

\[
x' = 0.98x - 0.20y + 9.40
\]

\[
y' = 0.20x + 0.98y - 1.38
\]

The resampled image is shown in Fig. 7. The resampled GOES image is negated and is overlaid with the HCMM image in Fig. 8 to visualize the registration. The accuracy of the template matching technique in locating corresponding points in the images is summarized in Table IV. Most errors are less than one pixel.
TABLE IV

<table>
<thead>
<tr>
<th>No.</th>
<th>Corresponding points in GOES image</th>
<th>Corresponding points in HCM image</th>
<th>Square-root errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(12, 21)</td>
<td>(16, 21)</td>
<td>1.13</td>
</tr>
<tr>
<td>2</td>
<td>(23, 25)</td>
<td>(27, 37)</td>
<td>0.66</td>
</tr>
<tr>
<td>3</td>
<td>(33, 12)</td>
<td>(39, 17)</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>(25, 30)</td>
<td>(38, 35)</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>(14, 21)</td>
<td>(111, 27)</td>
<td>0.12</td>
</tr>
<tr>
<td>6</td>
<td>(46, 35)</td>
<td>(47, 42)</td>
<td>0.45</td>
</tr>
</tbody>
</table>

An alternative to the above approach for registration of rotated images is the symbolic approach. In the symbolic approach, the images are segmented and symbolic features such as straight edges [16], connected edges [17], or closed boundary regions [18] are selected from the images. Then by matching these features, image registration is accomplished. The disadvantage of the symbolic approach compared to the template matching approach is that the symbolic approach is scene dependent and in some scenes we may not obtain enough features to match while in others we may obtain too many features that are hard to match. The template matching technique, however, works independent of a scene's content.

V. CONCLUSION

Images that have rotational differences can be registered via a template matching process which uses circular templates and normalized invariant moments. If a small false dismissal probability is allowed, the matching process can be speeded up by dividing the matching process into two stages. In the first stage, the zeroth-order moment is used to determine the likely match positions, and in the second stage the second- and third-order moments are used to select the best match position among the likely ones. The practicality of this process in registration of digital images was demonstrated through registration of two satellite images having known scaling but unknown translational and rotational differences.
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Linear Quadtrees from Vector Representations of Polygons

DAVID M. MARK AND DAVID J. ABEL

Abstract—A new algorithm is presented which produces various forms of linear quadtrees directly from a vector representation of a polygon. This algorithm takes advantage of specific properties of linear quadtree and associated linear keys to infer the colors of all parts of the region not cut by the polygon boundary. The method is further extended to multicolored (rather than binary) linear quadtrees which may be useful in geographic information systems applications.

Index Terms—Geographic information system, quadtree.

I. INTRODUCTION

A quadtree represents a digital image of a square region by hierarchically partitioning the region into quadrants and sub¬quadrants until all subquadrants are uniform with respect to image value. This approach to image representation was first proposed by Klinger [11], [12]. Conceptually, the hierarchy of quadrants can be considered to be a tree of out-degree four, rooted at a node representing the entire region; such a tree has
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