Now suppose that \( Q \) satisfies the condition, that is, there are two points \( q_1 \) and \( q_2 \) of \( H(Q) \) which satisfy the inequalities.

Let \( v, v', w, \) and \( w' \) be points of \( P(q_1, q_2), P(q_1, q_3), P(q_2, q_3), \) and \( R(q_1, q_3) \), respectively, such that

\[
\begin{align*}
&v'w' = \text{min} \left( v_1, v_2 \right), \\
v_2v' = \text{min} \left( v_2, v_3 \right), \\
v_1w' = \text{max} \left( v_1, v_3 \right), \\
v_1w = \text{max} \left( v_1, v_3 \right),
\end{align*}
\]

\( q'w' < \pi \Rightarrow (q_1, q_3) \). If \( q'w_2 < q_1w_2 < \pi \), then the disk \( q \) whose circumference \( q \) is determined by \( q_1, q_2, \) and \( q \) contains \( Q \). From this, it follows that \( Q \) is not a disk.

Theorem 5: Algorithm DIGITAL_DISK determines whether or not a given digital region is a disk with \( O(N^3) \) time and \( O(N) \) work space.

IV. ALGORITHM

An algorithm is presented that determines whether or not a given digital region is a disk. The algorithm is an implementation of determining geometric properties characterized by Theorems 1 and 2.

Algorithm DIGITAL_DISK (Q):

Given a digital region \( Q \), the algorithm determines whether \( Q \) is a disk. If it is, then it is the algorithm prints True, and halts; otherwise it prints False and halts.

Step 1: Construct the convex hull of \( H(Q) \). If \( H(Q) \) has a point of \( Q \) then print (False); stop.

Step 2: Construct the following two sets of digital points:

\[
P = \left\{ v_1, v_2, \ldots, v_m \right\}, \quad \text{where } v_i = \text{end } v_i \text{ } H(Q).
\]

\[
R = \left\{ w_1, w_2, \ldots, w_m \right\}, \quad \text{the set of boundary points of } Q.
\]

Step 3: For \( i = 1 \) to \( n - 1 \), do

for \( j = i + 1 \) to \( n \)

1. evaluate \( \text{min} \left( v_i, v_j \right), \text{max} \left( v_i, v_j \right) \), maxext \( v_i, v_j \),

2. if \( \text{max} \left( v_i, v_j \right) = \text{max} \left( v_i, v_j \right) \), then print (False); stop.

3. if \( \text{min} \left( v_i, v_j \right) = \text{min} \left( v_i, v_j \right) \), maxext \( v_i, v_j \), \( \text{min} \left( v_i, v_j \right) < \pi \), and

\[
\text{min} \left( v_i, v_j \right) > \text{max} \left( v_i, v_j \right) \text{ and }
\]

\[
\text{min} \left( v_i, v_j \right) > \text{max} \left( v_i, v_j \right),
\]

then print (True); stop.

Step 4: Print (False); stop.

Suppose that the digital region \( Q \) resides in a set of \( N \times N \) digital points. We assume that the region is represented by its run length code [7]. The following theorem summarizes our main result, whose proof is obvious and is omitted.
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I. INTRODUCTION

Template matching is the process of locating the position of a subimage inside a larger image. The subimage is called the template and the larger image is called the search area. The template matching process involves shifting the template over the search area and computing the similarity between the template and the window in the search area over which the template lies. The next step is determining the shift position where the largest similarity measure is obtained. This is the position in the search area where the template is most likely to be located.

Major similarity measures which are used in template matching are the sum of absolute differences and the cross correlation coefficient. Sum of absolute differences as a measure is computationally fast, and algorithms are available which make the template search process even faster [3]. Assessing similarity by the correlation coefficient measure is more accurate [4], but is computationally slow.

Two-stage template matching can be used to increase the speed of the search process. In the first stage, a subtemplate is used to determine the good candidates for a match by determining those shift positions which result in a similarity measure above a threshold value. In the second stage, using those good candidates, the whole template is used to determine the best match position.

The difficulty in the two-stage template matching is in determining an accurate correlation threshold value during the first stage. If the threshold value is too low, the search process becomes slow. The optimal match position might be missed, however, if the threshold value is too high. In this correspondence, we derive the correlation threshold value of the first stage, using subtemplate size and false dismissal probability.

II. TEMPLATE MATCHING WITH CROSS CORRELATION

The cross correlation coefficient between two windows \( f \) and \( g \) of size \( M \times N \) is defined by

\[
\rho = \frac{\sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y)g(x,y)}{\left[ \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y)^2 \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} g(x,y)^2 \right]^{0.5}}
\]

where \( f(x,y) \) and \( g(x,y) \) are pixel values at location \((x,y)\) of \( f \) and \( g \), respectively. It is assumed that \( f \) and \( g \) are normalized so that they have a mean of zero. The value of \( \rho \) changes between -1 and +1, and the closer \( \rho \) is to +1, the more similar the two windows will be.

When the search area is \( M \times M \) and the template size is \( N \times N \) \((N < M)\), we have to compute \( \rho \) for every shift position which is \((M - N + 1)^2 \) shift positions:

\[
\rho(u,v) = \frac{\sum_{x=0}^{M-1-N-1} \sum_{y=0}^{N-1-N-1} f(x,y)g(x+u,y+v)}{\left[ \sum_{x=0}^{M-1-N-1} \sum_{y=0}^{N-1-N-1} f(x,y)^2 \sum_{x=0}^{M-1-N-1} \sum_{y=0}^{N-1-N-1} g(x+u,y+v)^2 \right]^{0.5}}
\]

\( u, v = 0, 1, 2, \ldots, M - N \).

Among all the computed \( \rho \)'s, the one with the largest value shows the cross correlation coefficient for the best match.

We know that an operation like

\[
\sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y)g(x-x',y-y')
\]

is a convolution operation and can be replaced by \( FT^{-1} \{ FT(f)FT(g) \} \), where \( FT \) is the Fourier transform operation and \( FT^{-1} \) is the Fourier inverse transform operation and \( f \) and \( g \) are square windows with dimensions of power 2. The dimensions of \( f \) and \( g \) must be equal. If they are not, they can be made equal by appending the necessary number of zero rows and zero columns to the smaller window.

If we compare the numerator of (1) with formula (2), we see that they are similar except for a change in sign. The numerator of (1) can be replaced by

\[
FT^{-1} \{ FT(f)FT^{*}(g) \}
\]

where \( * \) means the complex conjugate and takes care of the sign change in the numerator of (1), which is \( + \) instead of \(- \).

Since Fourier transforms and Fourier inverse transforms can be computed by the fast Fourier transform (FFT) algorithm, the computation time of (1) can be reduced [5].

The computational complexity of (1) involves computation of \( \sum_{x=0}^{M-1} f(x) \) \( \sum_{y=0}^{N-1} g(y) \), which should be computed once, and computation of \( \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y)g(x+u,y+v) \) which can be obtained from the squares of pixels in the search area, and which also should be computed once. By this, the computation time of the denominator turns out to be negligible with respect to that of the numerator, which involves \( N^2 (M - N + 1)^2 \) additions and \( N^2 (M - N + 1)^2 \) multiplications. The computational complexity of operation (3) is \( 3M^2 \log_2 M \) complex multiplications and \( 3M^2 \log_2 M \) real additions or \( 12M^2 \log_2 M \) real multiplications and \( 12M^2 \log_2 M \) real additions.

When \( M \) is much larger than \( N \), the computational complexity of the direct method reduces to \( N^2 M^2 \) real additions and \( N^2 M \) real multiplications, while the computational complexity of FFT algorithm involves \( 12M^2 \log_2 M \) real additions and \( 12M^2 \log_2 M \) real multiplications. We see that when \( M \) and \( N \) are both large, computation of cross correlation using the FFT algorithm is more efficient than the direct method. But, when \( M \) is much larger than \( N \), computation of cross correlation by direct method is more efficient than the FFT algorithm.

The computation time, for a search area with \( M = 32 \) and template with \( N = 16 \) on a PDP 11/34 computer (where real addition time = 60 ns and real multiplication time = 85 ns) is 10.7 for formula (1) and 6.2 for formula (3). The following sections demonstrate that by applying the two-stage template matching idea, increased speed over both the direct method and the FFT algorithm is attainable.

III. TWO-STAGE TEMPLATE MATCHING

The principle idea behind two-stage template matching is the use of a subtemplate to locate the possible positions for a match without investing time on positions which show no evidence for a match. Once this is accomplished, the objective is finding the best of the possible match positions. In [11], a subarea of the template is used as the subtemplate, while in [2], a reduced resolution template is used as the subtemplate in the first stage. We have taken the subtemplate in the first stage to be a set of \( n \) randomly selected data points from a template with \( N^2 \) data points.

Two-stage template matching using the sum of absolute differences has resulted in reduced computation time. We will show that the cross correlation coefficient, as the more accurate similarity measure, can also be used with reduced computation time, by introducing only a small false dismissal probability.

IV. THRESHOLD ESTIMATION

If the search area size and the template size are \( M \times M \) and \( N \times N \), respectively, the number of positions where the tem-
plate should be shifted in the search area to find the best match position is $k = (M - N + 1)^2$. Since our subtemplate is a randomly selected set of $n$ data points from the template, by selecting a random sample for a given shift position $i (= 1, \cdots, k)$, we obtain correlation coefficients $r_i$. It is assumed that the data points in the template and the data points in the search area over which the template lies at a given shift position $i$, have normal distributions and their true correlation coefficient is $\rho_i$ (in natural life images, distribution of intensities in a window can usually be approximated by a normal distribution). Then at a given shift position $i$, $r_i$ has a nearly normal distribution as long as its expected correlation coefficient $\rho_i$ is near or equal to zero and the sample size $n$ is large [6].

However, we wish to determine the shift position which gives the largest correlation coefficient, and the distribution of $r_i$ when $\rho_i$ is large is far from normal [6]. $r_i$ can be transformed by the Fisher's $Z$-transform as

$$z_i = 0.5 \left( \log_e (1 + r_i) - \log_e (1 - r_i) \right).$$

Now whatever the value of $\rho_i$, $z_i$ are nearly normally distributed with mean $i$ and variance $1/(n - 3)$ even with a sample size as small as 8 data points [6], define $i = 0.5 \left( \log_e (1 + \rho_i) - \log_e (1 - \rho_i) \right)$.

Let us assume $z_{i1} < z_{i2} < \cdots < z_{ik}$ denotes the order of $z_i$'s after applying the observed $r_i$'s to (4). We will also assume that $n = 1, n = 2, \cdots, nk$ are $k$ independent and normal populations with unknown means $i_1, i_2, \cdots, i_k$ and known common variance $\sigma^2 = 1/(n - 3)$, from which the $x_i$'s are observed. We wish to determine the population which has the largest mean.

In [7], [8], a subset selection procedure is given which can select a subset of the $x_i$'s to include the population with the largest mean with a minimum guaranteed probability $(1 - \alpha)$. This procedure selects all populations with observed $z_{i1}$ such that

$$z_{i1} \geq z_{i1} = D\sigma$$

where $\sigma^2$ is the common variance of the populations, and $D$ satisfies

$$\int_{-\infty}^\infty \Phi^{-1} (z + D) \phi (z) dz = 1 - \alpha.$$  

(6)

$\Phi$ and $\phi$ are, respectively, the cumulative distribution function and density function of a standard normal random variable.

The table of values for $D$ is available for $k = 1, 2, \cdots, 10$ and $\alpha = 0.0005$ to 0.90 in [7]. For other values of $k$ and $\alpha$, $D$ can be computed directly from (6) by numerical methods [8].

Formula (5) holds for populations that are normal and independent. Therefore, we assume that data points in each window are normally distributed and are independent of data points in other windows. Intensity distributions of windows from natural images can usually be approximated by normal distributions.

Considering the condition of independency, Fig. 1 shows an instance with positions in the search area that produce $z$-values equal to or greater than $z_{i1} = D\sigma$. Windows with upper left-hand corners at points inside the shaded region may correlate with the window with $z_{i1}$, but since these windows fall above the threshold value, it does not matter if they correlate or are independent of the window with $z_{i1}$.

Since points outside of the shaded area are far from $z_{i1}$, it may not be unrealistic to assume that windows with upper left-hand corners at points outside of the shaded area are independent of the window with $z_{i1}$.

To summarize, the threshold value is determined in the following manner.

1) Compute $r_1, r_2, \cdots, r_k$, using the subtemplate in the first stage (there is no need to order them),
2) Find $r_{\text{max}} = \max r_i$,
3) Compute $z_{i1} = 0.5 \left( \log_e (1 + r_{\text{max}}) - \log_e (1 - r_{\text{max}}) \right)$.

Fig. 1. The area falling above the threshold value is shaded. $z_{i1}$ belongs to the best match window.

Fig. 2. Day-visible satellite image of Michigan obtained by HCM on September 26, 1979 (scene id: A-A0518-18110-1). Windows $a$ and $b$ were used as search areas.

Fig. 3. Window $a$ of image of Fig. 2.

4) Knowing $z_{i1}$, compute $z_{i1}$ from (5) for the given $\alpha$ and $\sigma = 1/\sqrt{n - 3}$, where $n$ is the number of data points in the subtemplate.
5) Knowing $z_{i1}$ inversely solve (4) for $r_{i1}$:

$$r_{i1} = \left( \exp \left( \frac{2z_{i1}}{\sigma} \right) - 1 \right) / \left( \exp \left( 2z_{i1} \right) + 1 \right)$$

6) $r_{i1}$ is the threshold value, and any position in the search area which has a correlation value larger than or equal to $r_{i1}$ in the first stage should be tested in the second stage.

V. RESULTS

To measure the performance of the two-stage template matching with cross correlation and to verify the validity of the estimated threshold values, the following experiments were conducted. Heat capacity mapping mission (HCM) satellite day-visible data was used acquired on Sept. 26, 1979 for an area over Michigan (Fig. 2). A 32 x 32 window (window $a$) was extracted from the image of Fig. 2. This is shown in Fig. 3. A 16 x 16 window with its upper left-hand corner
Fig. 4. (a) A $16 \times 16$ template, extracted from the search area of Fig. 3 at (11, 1). (b)–(f) show the result of adding different amplitude noise to template $a$.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Noise amplification factor, $A$</th>
<th>Average # of positions tested in second stage below the threshold value in first stage</th>
<th># of times the best match position fell in second stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1/5$</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$2/5$</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>$3/5$</td>
<td>53</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$4/5$</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>$5/5$</td>
<td>92</td>
<td>3</td>
</tr>
</tbody>
</table>

at (11, 1) of the search area was extracted as the template [Fig. 4(a)]. The template matches completely with the window in the search area at position (11, 1).

Random noise was generated from a uniform distribution over ($-1.0$, $1.0$) and was added to the template proportional to its intensities. If intensity at location $(x, y)$ in the template is $I(x, y)$ then noise was added to location $(x, y)$ of the template equal to $A \cdot I(x, y) \cdot \text{NOISE}$, where NOISE is the randomly generated noise over ($-1.0$, $1.0$) and $A$ is a constant amplification factor. Noise was added to a pixel proportional to its intensity value because in natural life images, noise tends to increase with the amplitude of the signal.

After adding noise to the template, with a template of size 16, a search was carried out for the best match position using the two-stage template matching with cross correlation. The matching results for false dismissal probability 0.05 are shown in Table I.

Each experiment was carried out 100 times, each with a different initial value for the noise generator. With the noise amplification factor, $A$, larger than 1.0, false matches started to appear even when the entire template was used in the search process.

The overall computation time = computation of stage 1 + stage 2. If we take a random sample of size $n$ to be the sub-template in the first stage, the computation time of the first stage $= n(M - N + 1)^2$ additions + $n(M - N + 1)^2$ multiplications. When $M = 32$, $N = 16$, and $n = 16$, the computation time for the first stage $= 0.7$ s.

The computation time for the second stage is a function of the number of points that fall above the threshold value, which depends on the characteristics of the template. If $X$ is the number of pixels which fall above the threshold in the first stage, then the search of the second stage involves $XN^2$ additions and $XN^2$ multiplications. Using the values of $X$ from Table I, the computation times of the second stage in experiments 1–5 are computed to be 0.7, 1.3, 2.0, 2.1, and 3.4 s, respectively. Adding the computation time of the first stage to the computation times of the second stage, we find the overall computation times, which are 1.4, 2.0, 2.7, 2.8, and 4.1 s for experiments 1–5, respectively. These times are about $\frac{1}{2}$ of the time needed by the direct approach.

When using this approach, we can take templates of any shape and any size. This is not true for the FFT where the template must be square and the number of pixels in each row and in each column a power of 2.

To test this approach with real data, a $16 \times 16$ window (window $a'$) was extracted from about the same area from the next day-infrared image of HCM on Sept. 16, 1979. This image is shown in Fig. 5. Using the search area $a$ of Fig. 2 and template $a'$ of Fig. 5, and applying the two-stage template
TABLE II
Correlation Values in the First Stage, for Search Area A Shown in Fig. 2 and Template A' Shown in Fig. 5. The Enclosed Positions Are those which Fell above the Threshold Value. These Positions Are the Only Ones which Should be Tested in the Second Stage. The Correct Match is Known to be at (11, 1).

<table>
<thead>
<tr>
<th>Correlation Coefficients in the First Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55842</td>
</tr>
</tbody>
</table>

TABLE III
Correlation Values in the First Stage, for Search Area B Shown in Fig. 2 and Template B' Shown in Fig. 5. The Enclosed Positions are those which fall above the threshold value. These positions are the only ones which should be tested in the second stage. The correct match is known to be at (7, 3).

<table>
<thead>
<tr>
<th>Correlation Coefficients in the First Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5087</td>
</tr>
</tbody>
</table>

matching with cross correlation, the results of Table II were obtained. The correct match position is known to be (11, 1). In this experiment 34 pixels fell above the threshold value, and the overall computation time for this test was 2.0 s. Using the search area A of Fig. 2 and template A' of Fig. 5, the results of Table III were obtained. Thirty-three pixels fell above the threshold value with the correct match known to be at (7, 3). Overall computation time = 2.0 s.

In the above experiments, the correct match position is assumed to be the position where the highest cross correlation value is obtained when the entire template is used in the search process.

VI. CONCLUSION
The cross correlation coefficient is a similarity measure which is widely used in template matching because of its superior accuracy over the sum of absolute differences. It is heavily used in preparation of depth maps [9] and in registration of satellite images [5]. These processes may involve hundreds of template matchings, which are quite costly. A method to speed up the template matching process with cross correlation has long been desired.

We have applied the two-stage template matching idea to the template matching with the cross correlation coefficient as the similarity measure, and have demonstrated a reduction in computation time. The correlation threshold value of the first stage was estimated using the subtemplate size and the false dismissal probability. The validity of the process was then verified experimentally.

REFERENCES

THE THRESHOLD VALUE IS 0.5087